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1 Introduction

The acoustical impedance of a component or trim part is one of its most important characteristics. The trim and its absorption behavior contributes significantly to the comfort inside the car. Therefore, correct impedance values are needed when acoustical simulations of car interior noise are carried out.

A generally used methodology to determine the acoustical impedance is to use cut-out round samples of the material in question and measure the acoustic characteristic in the impedance tube. As a result values for the normal impedance and absorption coefficients can be obtained for this material. Disadvantages of this method are that the measurement considers normal acoustic waves, only, that some materials are inappropriate for the impedance tube and that the effects of the shape of the whole part have to be neglected. Therefore efforts have been made to develop methods for impedance measurements of entire trim parts, such as carpets, dashboards or seats.

In this paper we formulate the identification problem as an optimal control problem, where the cost functional contains a regularization term as well as a least-squares term for the difference of the measurements and the sound pressure $p$ computed by solving the Helmholtz equation. In contrast to [6] we identify the admittance $A \in \mathbb{C}$ instead of the impedance $Z = 1/A$. Due to the the term $Ap$ in the Helmholtz equation (see (11b)) the obtained optimal control problem has a bilinear structure, whereas in [6] the non-linearity is of the form $p/Z$. If the admittance $A$ has been estimated, then $Z = 1/A$ is an estimate for the impedance. The optimal control problem is solved by a globalized quasi-Newton method with BFGS update of the Hessian [16]. Furthermore, a discretization based on
proper orthogonal decomposition (POD) is utilized for the solution of the Helmholtz equation. POD is a powerful technique for model reduction of nonlinear systems. It is based on a Galerkin type discretization with basis elements created from solutions to the Helmholtz equation itself. POD is successfully used in different fields including signal analysis and pattern recognition (see, e.g., [8]), fluid dynamics and coherent structures (see, e.g., [9; 20]) and more recently in control theory (see, e.g., [14]). The relationship between POD and balancing is considered in [13; 19; 23]. In contrast to POD approximations, reduced-basis element methods for parameter dependent elliptic differential equations are investigated in [1; 15; 18], for instance.

Let us mention that in [6] a standard finite element discretization for the Helmholtz equation is applied. Alternatively, the wave based technique (WBT) is used in [3; 5].

In contrast to POD approximations, reduced-basis element techniques are also considered in [6].

POD is successfully used in different fields including signal analysis and pattern recognition (see, e.g., [8]), fluid dynamics and coherent structures (see, e.g., [9; 20]) and more recently in control theory (see, e.g., [14]). The relationship between POD and balancing is considered in [13; 19; 23]. In contrast to POD approximations, reduced-basis element methods for parameter dependent elliptic differential equations are investigated in [1; 15; 18], for instance.

Let us mention that in [6] a standard finite element discretization for the Helmholtz equation is applied. Alternatively, the wave based technique (WBT) is used in [3; 5].

A solution (1) is characterized by the first-order necessary optimality conditions

$$YDY^TW\psi_i = \lambda_i \psi_i, \quad 1 \leq i \leq \ell,$$

where $D \in \mathbb{R}^{m \times n}$ denotes the diagonal matrix containing the weights $\alpha_1, \ldots, \alpha_n$ as diagonal elements. It follows that

$$YDY^TW \psi = \sum_{j=1}^{n} \alpha_j \langle y_j, \psi \rangle W \psi =: \mathcal{R}^n \psi$$

for any $\psi \in \mathbb{R}^m$, where the linear operator $\mathcal{R}^n$ depends on $n$.

Let $D^{1/2} = \text{diag}(\sqrt{\alpha_1}, \ldots, \sqrt{\alpha_n})$. Since $W$ is a symmetric and positive definite matrix, $W^{1/2}$ is also defined via the eigenvalue decomposition of $W$. Moreover, $W^{1/2}$ is positive definite, therefore invertible, and its inverse is denoted by $W^{-1/2}$. Setting $\hat{Y} = W^{1/2}YD^{1/2}$ and $\hat{\psi}_i = W^{1/2}\psi_i$ for $i = 1, \ldots, \ell$ we derive from (2) the $m \times m$ symmetric eigenvalue problem

$$\hat{Y} \hat{\psi}_i = \lambda_i \hat{\psi}_i, \quad 1 \leq i \leq \ell,$$

where we assume $\lambda_1 \geq \ldots \geq \lambda_\ell \geq \ldots \geq \lambda_d > 0$. If $\hat{\psi}_i$ is computed, we obtain $\psi_i$ by $\psi_i = W^{-1/2}\hat{\psi}_i$. Note that if $W = I$ is the identity matrix and $\alpha_1 = 1$ for $j = 1, \ldots, n$ holds, we simply have $\hat{Y} = Y$. It can be shown that the solution $\{\psi_i\}_{i=1}^\ell$ to the optimality conditions (2) is already a solution to (1); see, e.g., [2; 22].

Next we turn to the practical computation of the POD basis of rank $\ell$, in particular, if $n < m$ holds. Due to SVD [4], we can determine $\hat{\psi}_i$ also as follows: solve the $n \times n$ symmetric eigenvalue problem

$$\hat{Y} \hat{\psi}_i = \sigma_i^2 \hat{\psi}_i, \quad 1 \leq i \leq \ell,$$

where $\lambda_i = \sigma_i^2$ and $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_\ell > 0$ are the $\ell$ largest singular values of $\hat{Y}$. Then, $\psi_i = \hat{\psi}_i / \sigma_i$. Note that $\hat{Y} \hat{Y}^T = D^{1/2}Y^TWYD^{1/2}$ and

$$\psi_i = W^{-1/2}\hat{\psi}_i = \frac{1}{\sigma_i} W^{-1/2}\hat{Y} \hat{\psi}_i = \frac{YD^{1/2}\psi_i}{\sigma_i}.$$

Hence, the computation of $\psi_i$ via (5)–(6) does not require the evaluation of $W^{1/2}$ and its inverse. In particular, if $W$ is not a diagonal matrix, this is an advantage compared to the realization of $\hat{Y} \hat{Y}^T$ and $\psi_i = W^{-1/2}\hat{\psi}_i$.

For the application of POD to concrete problems the choice of $\ell$ is certainly of central importance for applying POD. It appears that no general a-priori rules are available. Rather the choice of $\ell$ is based on heuristic considerations combined with observing the ratio of the modeled to the total energy contained in the system $Y$, which is expressed by

$$\mathcal{E}(\ell) = \frac{\sum_{i=1}^{\ell} \lambda_i}{\sum_{i=1}^{d} \lambda_i} = \frac{\text{trace}(\hat{Y} \hat{Y}^T)}{\text{trace}(\hat{Y} \hat{Y})}.$$
2.2 Continuous POD Method

Suppose that $\mathcal{D} \subseteq \mathbb{R}^m$ is a given parameter set and the snapshot set is given by

$$\mathcal{V} = \{ y(\mu) \in \mathbb{R}^m \mid \mu \in \mathcal{D} \}$$

with $d = \dim \mathcal{V} \leq m$. Mathematically, $y$ is a function defined on $\mathcal{D}$ with values in $\mathbb{R}^m$. Instead of (1) we consider the problem

$$\min_{y_1, \ldots, y_\ell} \int_{\mathcal{D}} \| y(\mu) - \sum_{i=1}^{\ell} y_i(\mu) \|_W^2 d\mu$$

subject to $(y_i, y_j)_W = 0$ for $1 \leq i, j \leq \ell$.

Let $(\mu_j)_{j=1}^{\ell}$ a set of disjoint (interpolation) points in $\mathcal{D}$ and set $y_j = y(\mu_j)$. Choosing appropriate weights $\alpha_j$ we can interprete the cost functional in (1) as a (e.g., trapezoidal) approximation for the integral in (7).

First-order necessary optimality conditions are given by

$$\mathcal{R}^{-1} \mathcal{A} = \lambda_i y_i, \quad 1 \leq i \leq \ell,$$

with the linear, symmetric and nonnegative operator

$$\mathcal{R} \mathcal{A} = \int_{\mathcal{D}} (y(t), y(t))_W y(t) d\mu, \quad y \in \mathbb{R}^m.$$  

In contrast to the operator $\mathcal{R}^n$ introduced in (3) the eigenvectors $(\psi_i)_{i=1}^{\ell}$ and corresponding eigenvalues $(\lambda_i)_{i=1}^{\ell}$ in (8) do not depend on $n$. Thus, we denote by $((\lambda_i^*, \psi_i^*))_{i=1}^{\ell}$ the first $\ell$ eigenvalue-eigenvector pairs of the operator $\mathcal{R}^n$. Utilizing perturbation theory [10] one can prove that

$$\lambda_i^* \rightarrow \lambda_i \text{ and } \psi_i^* \rightarrow \psi_i \quad \text{for } n \rightarrow \infty, \quad i = 1, \ldots, \ell$$

provided the weights $(\alpha_j)_{j=1}^{\ell}$ are chosen in such a way that they ensure the operator convergence

$$\lim_{n \rightarrow \infty} \sup_{\| \psi \|_W = 1} \| \mathcal{R}^n \psi - \mathcal{R} \psi \|_W = 0.$$  

From (10) an asymptotic error analysis for POD Galerkin discretizations is obtained in [12].

3 Admittance and Impedance Identification

Suppose that $\Omega \subseteq \mathbb{R}^d$, $d \in \{2, 3\}$, is an acoustic domain with boundary $\Gamma = \partial \Omega$. For given complex impedance $Z = Z_\Re + j Z_\Im \neq 0$ the admittance is defined as $A = A_\Re + j A_\Im = 1/Z$, where $j$ is the imaginary unit. The associated sound pressure $p : \Omega \rightarrow \mathbb{C}$, $p = p_\Re + j p_\Im$, is governed by the Helmholtz equation

$$\Delta p(x) + k^2 p(x) = -j \omega \rho_0 \delta_{x_k} \quad \text{for all } x \in \Omega,$$

where $x = (x, y)$ for $d = 2$ or $x = (x, y, z)$ for $d = 3$ hold, $c = 343.799$ (in m/s), denotes the speed of sound, $\rho_0 = 1.19985$ (in kg/m$^3$) is an ambient density, $f \geq 50$ Hz stands for the frequency, $\omega = 2\pi f$ is the angular frequency and $k = \frac{\omega}{c}$ is the wave number. The point $x_k \in \Omega$ is the position of the acoustic source $q$ (e.g., a loud speaker) and $\delta_{x_k}$ is the Dirac delta distribution satisfying

$$\langle \delta_{x_k}, \varphi \rangle = \varphi(x_k) \quad \text{for any continuous } \varphi : \Omega \rightarrow \mathbb{C}.$$  

Furthermore, $\Delta$ is the Laplace operator. The boundary $\Gamma$ is split into two measurable disjunct parts $\Gamma_R$ and $\Gamma_N$. On $\Gamma_R$ we impose a normal impedance boundary

$$\frac{\partial}{\partial n} p(x) = \frac{p(x)}{Z} \quad \text{for all } x \in \Gamma_R,$$

where $\frac{\partial}{\partial n}$ denotes the derivative in the outward normal direction. All other parts on the boundary are assumed to be perfectly rigid, i.e.,

$$\frac{\partial}{\partial n} p(x) = 0 \quad \text{for all } x \in \Gamma_N.$$  

We suppose that for any $A \in \mathbb{C}$ and for all $f$ in the frequency range under consideration, (11) admits a unique solution. Due to Fredholm theory [17] we can ensure existence of a solution provided $k^2$ is not an eigenvalue of $-\Delta$ considered on $\Omega$ with Neumann and Robin boundary conditions on $\Gamma_N$ respectively $\Gamma_R$.

Let $p_i^\Re, i = 1, \ldots, N$, be given measurements for the sound pressure at $N$ different observation points $x_i \in \Omega \cup \Gamma_N$, $1 \leq i \leq N$. The goal of the parameter identification is to find the complex-valued admittance $A = 1/Z$ such that the difference between the solution $p$ to (11) evaluated at the points $x_i$, $1 \leq i \leq N$, and the corresponding measurements $p_i^\Re$ is minimized. Therefore, we introduce the quadratic cost functional

$$J(p, A) = \frac{\gamma}{2} \sum_{i=1}^{N} \left| p(x_i) - p_i^\Re \right|^2 + \frac{\sigma}{2} \left| A - A_0 \right|^2,$$

where $\gamma \geq 0$ is a weighting parameter, $\sigma > 0$ a regularization parameter and $A_0 \in \mathbb{C}$ is a chosen nominal or estimated value for the admittance. Furthermore, $|A| = (A^*A)^{1/2}$ stands for the complex absolute value and the complex conjugate of $A$ is denoted by $A^*$. The parameter identification can be formulated in terms of an optimal control problem:

$$\min_{(p, A)} J(p, A) \quad \text{subject to } (p, A) \text{ solves (11).}$$  

Let us mention that $(P)$ is a constrained, non-convex optimization problem, where the solution space for the sound pressure is a function space, i.e., an infinite-dimensional space, which has to be discretized for numerical purposes. Throughout the paper we suppose that $(P)$ admits a local solution $(p^{\star}, A^{\star})$. This solution is characterized by first-order necessary optimality conditions in such a way that there exists a Lagrange multiplier $\lambda^* : \Omega \rightarrow \mathbb{C}$ satisfying the following adjoint or dual problem:

$$\Delta \lambda^*(x) + k^2 \lambda^*(x) = \gamma \sum_{i=1}^{N} (p_i^\Re - p^\star(x_i)) \delta_{x_i}.$$  

\[\text{E} \]
for all $x \in \Omega$ together with the boundary conditions

$$\frac{J}{\partial_{\omega}} \frac{\partial \lambda^*(x)}{\partial n} + A^T \lambda^*(x) = 0 \quad \text{for all} \quad x \in \Gamma_R, \quad (13b)$$

$$\frac{J}{\partial_{\omega}} \frac{\partial \lambda^*(x)}{\partial n} = 0 \quad \text{for all} \quad x \in \Gamma_N. \quad (13c)$$

Furthermore, the following relation holds

$$\sigma(A^* - A_0) - j \omega \int_{\Gamma_R} \lambda^*(x) p^*(x) \, dx = 0. \quad (14)$$

Let $p(A)$ denote the (unique) solution to (11) for given admittance $A$; in particular, $p^* = p(A^*)$ holds. Introducing the so-called cost functional

$$J(A) = J(p(A), A) \quad \text{for} \quad A \in \mathbb{C},$$

we can replace (P) by the unconstrained optimization problem

$$\min_{A \in \mathbb{C}} J(A). \quad (\hat{\mathcal{P}})$$

Note that

$$\hat{J}(A^*) = J_p(p^*, A^*) p^*(A^*) A + J_A(p^*, A^*) A$$

for any direction $A \in \mathbb{C}$, where $J_p$ and $J_A$ denote the partial derivatives of $J$ with respect to $p$ and $A$, respectively. A first-order necessary optimality condition for (\hat{\mathcal{P}}) is

$$\hat{J}(A^*) = 0,$$

and $\lambda^*$ solves (13); compare [6] and (14). Since $A \in \mathbb{C}$ holds, (\hat{\mathcal{P}}) is considered as an optimization problem in $\mathbb{R}^2$, i.e., in the real and imaginary part of $A$.

The quasi-Newton method with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update for the $2 \times 2$ Hessian and a Wolfe-Powell line search globalization is utilized to solve (\hat{\mathcal{P}}) numerically; see, e.g., [16].

**Remark 1.** In [6] the impedance $Z = 1/A$ is identified from point-wise measurements of the sound pressure. In this case the reduced cost functional is of the form $\hat{J}(Z) = J(p(Z), Z)$ and its gradient at an optimal solution $Z^*$ has the form

$$\hat{J}(Z^*) = \sigma(Z^* - Z_0) + \frac{J(0, Z^*)}{Z^*} \int_{\Gamma_R} \lambda^*(x) p^*(x) \, dx.$$

with $p^* = p(Z^*)$ and $\lambda^*$ solves

$$\Delta \lambda^* + k^2 \lambda^* = \gamma \sum_{i=1}^{N} (p^*(x_i) - p^*(x_i)) \delta_{x_i} \quad \text{in} \quad \Omega,$$

$$\frac{J}{\partial_{\omega}} \frac{\partial \lambda^*(x)}{\partial n} + A^T \lambda^*(x) = 0 \quad \text{in} \quad \Gamma_R,$$

$$\frac{J}{\partial_{\omega}} \frac{\partial \lambda^*(x)}{\partial n} = 0 \quad \text{in} \quad \Gamma_N.$$

It turns out that due to the non-linear term $1/(Z^*)^2$ the quasi-Newton method requires more iterations (i.e., more CPU-time) to reach convergence than identifying the admittance.

The optimization method is described in Algorithm 1.

**Algorithm 1** Quasi-Newton method.

1: Choose starting values $A^0 = (A_0^0, A_0^1) \in \mathbb{R}^2$ as well as stopping tolerance $\varepsilon > 0$, set $H^0 = \sigma I \in \mathbb{R}^{2 \times 2}$ and $i = 0$.
2: **repeat**
3: Compute $\hat{J}(A^i)$ and $\hat{J}'(A^i) \in \mathbb{R}^2$.
4: Solve for $\Delta A^i \in \mathbb{R}^2$ the quasi-Newton system $H^i \Delta A^i = -\hat{J}'(A^i)$.
5: Determine a stepsize parameter $s > 0$ by the Wolfe-Powell line search.
6: Update the admittance $A^{i+1} = A^i + s \Delta A^i$.
7: Compute new Hessian by the BFGS formula.
8: Set $i = i + 1$.
9: **until** $|\hat{J}(A^i)| < \varepsilon$

**4 Reduced-Order Modeling (ROM)**

In this section we describe the POD reduced-order approach.

**4.1 POD Basis for the Helmholtz Equation**

The acoustic domain is plotted in Fig. 1. The impedance boundary is $\Gamma_R = \{x, 0\} | 0.5 \leq x \leq 2.5\}$ and the loud speaker is located in $x_q = (0.21, 1.28) \in \Omega$. We apply a standard piecewise linear finite element (FE) discretization with $m = 2108$ degrees of freedom. Let $(\phi_i)_{i=1}^m$ denote

![Figure 1: Acoustic domain $\Omega \subset \mathbb{R}^2$, where the impedance boundary $\Gamma_R$ consists of parts 4 and 5 of $\Gamma$.](image)
the piecewise linear finite element ansatz functions. Then, a finite element function is described by a coefficient vector in \( \mathbb{R}^m \) containing the values of the finite element function at each grid points.

We introduce the mass matrix \( M \in \mathbb{R}^{m \times m} \) with the elements

\[
M_{ij} = \int_\Omega \psi_i(x) \psi_j(x) \, dx, \quad 1 \leq i, j \leq m,
\]

and the stiffness matrix \( S \in \mathbb{R}^{m \times m} \) with the elements

\[
S_{ij} = \int_\Omega \frac{\partial \psi_i(x)}{\partial x_k} \cdot \frac{\partial \psi_j(x)}{\partial x_k} \, dx + M_{ij}, \quad 1 \leq i, j \leq m.
\]

Note that both \( M \) and \( S \) are symmetric and positive definite. Furthermore, the \( L^2 \)- and \( H^1 \)-inner product of two FE functions

\[
\langle \psi, \tilde{\psi} \rangle_{L^2} = \int_\Omega \psi(x) \tilde{\psi}(x) \, dx = \sum_{i=1}^m c_i \tilde{\psi}_i(x),
\]

(\( \tilde{\phi} = \phi \) can be described by

\[
\phi(x) = \sum_{i=1}^m c_i \phi_i(x), \quad \tilde{\phi}(x) = \sum_{i=1}^m \tilde{c}_i \phi_i(x)
\]

\[
\langle \phi, \phi \rangle_{H^1} = \langle \phi, \phi \rangle_{L^2} + \int_\Omega \left( \frac{\partial \phi}{\partial x} \cdot \frac{\partial \phi}{\partial y} \right) \, dx + \int_\Omega \left( \frac{\partial \phi}{\partial y} \cdot \frac{\partial \phi}{\partial y} \right) \, dx
\]

\[
= \langle \phi, \phi \rangle_{L^2} = \sum_{i=1}^m \| \phi_i \|^2_{H^1} = \sum_{i=1}^m \tilde{c}_i^2 \| \phi_i \|^2_{L^2},
\]

where \( \mathcal{C} = (c_1, \ldots, c_L)^T, \tilde{\mathcal{C}} = (\tilde{c}_1, \ldots, \tilde{c}_L)^T \).

We consider a fire resistant form, Melamin 50 mm, as a damping material. The complex impedance in normal direction of this material has been measured with an impedance tube. The measurement data has to be interpolated and smoothed for a quantitative validation. In Fig. 2 the impedance and corresponding admittance values are plotted.

Next we compute the FE solution \( p^h_j(f_j) = p^h_{251}(f_j) + j p^h_{251}(f_j) \) to (11) for the frequencies \( f_j = 199 + j \) (in Hz), \( j = 1, \ldots, n \) with \( n = 251 \), and corresponding admittance \( A(f_j) \), where

\[
p^h_{251}(f_j) = \sum_{i=1}^m \alpha_i^j \psi_i, \quad p^h_{251}(f_j) = \sum_{i=1}^m \beta_i^j \psi_i, \quad \alpha_i^j, \beta_i^j \in \mathbb{R}
\]

and \( p^h_{251} = (\alpha_1^j, \ldots, \alpha_m^j)^T, p^h_{251} = (\beta_1^j, \ldots, \beta_m^j)^T \in \mathbb{R}^m \) are the real respectively imaginary parts of the FE coefficients for \( p^h_j \). Note that also \( \omega \) and \( k \) depend on \( f \). In the context of Sect. 2.1 we choose the snapshots \( y_j = p^h_{251}, 1 \leq j \leq n \). For the weighting matrix we study the reasonable choices \( W = M \) (\( L^2 \)-inner product) or \( W = S \) (\( H^1 \)-inner product). Moreover, we choose the weights \( \alpha_j = 1 \) for all \( j = 1, \ldots, n \). Then, we compute the POD basis \( \{ \psi_i \}_{i=1}^l \) of rank \( l \) for the approximation of the real part of the sound

**Figure 2:** Impedance (in \( \text{Pa s/m} \)) and admittance (in \( \text{m Pa s/Om} \)) values for Melamin 50 mm in the frequency range from 200 to 450 Hz.

**Figure 3:** Decay of 45 largest normalized eigenvalues \( \lambda_i/\sum_{i=1}^n \lambda_i \) or \( W = M \) (left plot) and \( W = S \) (right plot).
pressure. For the imaginary part we proceed analogously and determine a POD basis \( \{ \phi_i \}_{i=1}^{\ell} \). In Fig. 3 the decay of the largest 45 normalized eigenvalues are presented.

Since the decay of the eigenvalues for the real is similar to the one for the imaginary part, we choose the same number of POD ansatz functions for the real and the imaginary parts which is not necessary. We summarize the procedure in Algorithm 2.

**Algorithm 2** POD basis for the Helmholtz equation.

1: Choose a weighting matrix \( W \) (e.g., \( W = M \) or \( S \)).
2: Fix the number \( \ell \) of POD basis functions for the real as well as for the imaginary part.
3: Choose a reference admittance \( A'(f) \) or impedance \( Z'(f) \) over the frequency range 200 to 450 Hz.
4: for \( f = 200 \) to 450 do
5: Compute the FE solution \( p^h(f) \) to (11) with \( A = A'(f) \) or \( Z = Z'(f) \).
6: end for
7: Compute a POD basis \( \{ \psi_i \}_{i=1}^{\ell} \) using the snapshots \( \{ p^h(f) \}_{f \in [200, 450]} \).
8: Determine a POD basis \( \{ \phi_i \}_{i=1}^{\ell} \) using the snapshots \( \{ p^h(f) \}_{f \in [200, 450]} \).

### 4.2 ROM for the Helmholtz Equation

Next we utilize the computed POD basis functions to derive a POD Galerkin scheme for (11). Let \( \chi_{ik} = \psi_i + j \phi_i : \Omega \to \mathbb{C} \) for \( 1 \leq i, k \leq \ell \). Then, we make the ansatz

\[
p^i(x) = \sum_{l=1}^{\ell} \alpha_{l,i} \psi_l(x) + j \beta_{l,i} \phi_l(x), \quad \alpha_{l,i}, \beta_{l,i} \in \mathbb{R},
\]

\[
p^i = p^h + j \phi^h, \quad \; p^h = p^h_1 + j p^h_2,
\]

multiply (11a) by the test functions \( \psi_i + j \phi_i, \; i, k = 1, \ldots, \ell \) and integrate over \( \Omega \). Integration by part and the boundary conditions (11b)–(11c) we end up with a linear system in the \( 2\ell \) real coefficients \( \alpha_{l,i}, \beta_{l,i} \), \( 1 \leq l \leq \ell \), whereas in the FE case we have a linear system of the size \( 2m = 4216 \gg 2\ell \).

To measure the error between the POD and the FE model we introduce the quantities

\[
E_{3\ell}(X) = \frac{1}{n} \sum_{j=1}^{n} \frac{\| p^h_3(f_j) - p^h_3(f_j) \|_X^2}{\| p^h_3(f_j) \|_X^2} \cdot 100\%,
\]

\[
E_3(X) = \frac{1}{n} \sum_{j=1}^{n} \frac{\| p^h_3(f_j) - p^h_3(f_j) \|_X^2}{\| p^h_3(f_j) \|_X^2} \cdot 100\%,
\]

where \( X \) stands for \( L^2(\Omega) \) or \( H^1(\Omega) \) (shortly, \( L^2 \) respectively \( H^1 \)). The obtained quantities are presented in Table 1. As expected, the relative errors decrease with increasing number \( \ell \) of POD basis functions in the Galerkin ansatz.

#### Table 1: Relative errors in the reduced-order model compared to the finite element model and CPU times summarized over all \( n = 251 \) frequencies (times for POD solvers divided by times for FE solver).

<table>
<thead>
<tr>
<th>( \ell )</th>
<th>( E_{3\ell}(L^2) )</th>
<th>( E_3(L^2) )</th>
<th>( E_{3\ell}(H^1) )</th>
<th>( E_3(H^1) )</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>56.64</td>
<td>38.95</td>
<td>56.67</td>
<td>37.63</td>
<td>3.7 · 10^{-4}</td>
</tr>
<tr>
<td>28</td>
<td>14.59</td>
<td>12.58</td>
<td>14.28</td>
<td>12.65</td>
<td>2.0 · 10^{-4}</td>
</tr>
<tr>
<td>29</td>
<td>9.46</td>
<td>8.25</td>
<td>9.40</td>
<td>8.35</td>
<td>2.9 · 10^{-4}</td>
</tr>
<tr>
<td>30</td>
<td>2.85</td>
<td>3.21</td>
<td>2.82</td>
<td>3.28</td>
<td>4.3 · 10^{-4}</td>
</tr>
<tr>
<td>35</td>
<td>0.83</td>
<td>0.58</td>
<td>0.86</td>
<td>0.64</td>
<td>3.7 · 10^{-4}</td>
</tr>
<tr>
<td>40</td>
<td>0.05</td>
<td>0.28</td>
<td>0.13</td>
<td>0.32</td>
<td>5.1 · 10^{-4}</td>
</tr>
<tr>
<td>45</td>
<td>0.03</td>
<td>0.24</td>
<td>0.10</td>
<td>0.28</td>
<td>6.9 · 10^{-4}</td>
</tr>
</tbody>
</table>

#### 4.3 ROM for the Identification Problem

Now we turn to the identification problem. In Fig. 4 the \( N = 6 \) measurement points \( x_i \) for the sound pressure are plotted. The goal is to identify the admittance \( A_{id} \) for Melamin 50 mm in the frequency range from 200 to 450 Hz (see Fig. 2, right plot) from \( N = 6 \) point-wise sound pressure values \( p_i^h \) (compare (12)) associated with the FE solution to (11) using \( A = A' \). The POD basis is computed from FE solutions to (11) for the frequencies \( f = 200, 201, \ldots, 450 \), where for every \( f \) we vary the admittance \( A = A_{id} + j A_3 \) as follows

\[
A_{id} = 2 \cdot 10^{-4}, \; 4 \cdot 10^{-4}, \; 6 \cdot 10^{-4}, \quad \text{in} \; \frac{m}{s},
\]

\[
A_3 = 6 \cdot 10^{-2}, \; 10^{-3}, \; 1.6 \cdot 10^{-3}, \quad \text{in} \; \frac{m}{Pa},
\]

i.e., we have \( 251 \times 9 = 2259 \) snapshots. From Fig. 2 we observe that \( 2 \cdot 10^{-4} \frac{m}{s} \leq A_{id} \leq 6 \cdot 10^{-4} \frac{m}{s} \) and \( 6 \cdot 10^{-4} \frac{m}{Pa} \leq A_3 \leq 1.6 \cdot 10^{-3} \frac{m}{Pa} \) hold. For the computation of the snapshots 3331 seconds CPU time is needed, see Table 2. The decay of the eigenvalues are depicted in Fig. 5.
Table 2: CPU times for the POD modeling and the optimization.

<table>
<thead>
<tr>
<th></th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapshot computation</td>
<td>3331 s</td>
</tr>
<tr>
<td>Computation of the POD basis</td>
<td>12 s</td>
</tr>
<tr>
<td>Quasi-Newton method with POD</td>
<td>43 s</td>
</tr>
<tr>
<td>Quasi-Newton method with FE for $A$</td>
<td>14452 s</td>
</tr>
<tr>
<td>Quasi-Newton method with FE for $Z$</td>
<td>53258 s</td>
</tr>
</tbody>
</table>

In Figs. 6–8 we compare the FE solution and its POD approximation at the 6 measurement points, where we use the admittance $\bar{A} = A^{id}(f)$. We observe that the relative errors are small except for certain frequencies. The error can be decreased if we include more than 45 POD basis functions in our Galerkin ansatz. However, it turns out that for the identification a more precise approximation is not necessary.
Figure 8: Relative error at the measurement points $x_5 = (1.0, 0.8)$ and $x_6 = (2.1, 0.6)$ in per cent.

Figure 9: Relative error in the real part of the admittance (left plot) and in the imaginary part of the admittance (right plot) in per cent.

Figure 10: Relative error in the admittance (left plot) and in the impedance (right plot) in per cent.
The goal of the identification problem is to recover the admittance by solving (P) for the frequencies \( f = 200, 201, \ldots, 450 \). For every frequency we apply Algorithm 1. In the cost functional (12) we take \( \gamma = 1 \) and \( \sigma = 200 \). Denoting by \( A^*(f) \) the obtained optimal admittance for the frequency \( f \), we choose the nominal values
\[
A_0 = \begin{cases} 
0 & \text{if } f = 200, \\
A^*(f-1) & \text{otherwise}.
\end{cases}
\]
As starting values for the quasi-Newton method we take
\[
A^0 = \begin{cases} 
1/Z^0 & \text{if } f = 200, \\
A^*(f-1) & \text{otherwise}
\end{cases}
\]
with \( Z^0 = 100(1-j) \). For the Hessian we use the start matrix \( \sigma I \). For more details we refer also to [6].

In Figs. 9–10 we plot the relative errors between the estimated admittance \( A^*(f) \) and the ‘true’ value \( A^{id}(f) \).

The error is less than 5%. The CPU times are depicted in Table 2.

Note that the quasi-Newton method based on a POD approximation for the Helmholtz and adjoint equations requires only 43 seconds, whereas the quasi-Newton method based on a FE approximation is 338 times larger. Furthermore, the CPU time for the FE optimizer is significantly larger than for the computation of the snapshots plus for the POD optimizer. Let us mention that the quasi-Newton method based on a FE approximation for the identification of the impedance requires approximately 3.6 times more CPU time compared to the identification of the admittance with FE.

5 Conclusion

In the present paper POD model reduction is utilized to identify impedance values from given pointwise measurements for the sound pressure value over a frequency band from 200 to 450 Hz. For the mathematical model we estimate not directly the impedance \( Z \), but the admittance \( A = 1/Z \). The derived nonlinear optimization is bilinear, whereas the nonlinear optimization for identifying the impedance has a stronger nonlinearity. The numerical examples illustrate that the reduced-order modeling can be successfully applied in this acoustic application. Compared to finite-element discretizations we obtain a good estimation of the impedance values, whereas the CPU-time is significantly reduced. A focus of future research will be the estimation over a larger frequency range and the extension of the POD model reduction for real three-dimensional measurement data.
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